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We study the relaxation process through a conical intersection of a photo-excited

retinal chromophore model. The analysis is based on a two-electronic-state two-

dimensional Hamiltonian developed by Hahn and Stock [J. Phys. Chem. B 104

1146 (2000)] to reproduce, with a minimal model, the main features of the 11-cis

to all-trans isomerization of the retinal of rhodopsin. In particular, we focus on

the performance of various trajectory-based schemes to nonadiabatic dynamics,

and we compare quantum-classical results to numerically-exact quantum vibronic

wavepacket dynamics. The purpose of the work is to investigate, by analyzing

electronic and nuclear observables, how the sampling of initial conditions for the

trajectories affects the subsequent dynamics.
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I. INTRODUCTION

Trajectory-based approaches to nonadiabatic dynamics are powerful tools for predicting the fate of a

molecule after photo-excitation1–13 or the products of a collision reaction14–17. The underlying approx-

imations, in the treatment of nuclear dynamics3,12,18–20 and in the description of electron-nuclear cou-

pling12,21–25, make them computationally efficient, at least compared to a numerically-exact solution of the

time-dependent Schrödinger equation19. Clearly, the computational efficiency comes at the price of losing

accuracy or missing critical features, such as tunnelling and zero-point energy26–30, interferences31,32, quan-

tum decoherence33–36, to name some of the usual suspects. Related to this point, we recently reported a

combined quantum and quantum-classical, i.e., trajectory-based, study of the photo-isomerization process

in a retinal chromophore model37. There, we identified some issues of various quantum-classical methods

in correctly predicting the energy redistribution from electrons to nuclear vibrations during the ultrafast

relaxation dynamics through conical intersections, after energy is pumped into the system via UV photo-

excitation. The purpose of the present work is to investigate further this problem and, possibly, to shed

some light on its origin.

We focus our analysis on a two-electronic-state two-dimensional model for the photo-induced 11-cis

to all-trans isomerization of retinal in rhodopsin38 (a simplified, and well-established, precursor of the

model39 studied in Ref.37). The effective nuclear modes defining the model are an angular reaction co-

ordinate and a collective vibration characterizing “a delocalized stretching motion of the polyene chain,

whereby single and double bonds interchange”38. Electronic ground (S0) and first-excited (S1) singlet

states present a conical intersection at some geometry, as will be shown in the following. The reduced

dimensionality of the model, and the fact that it is parametrized to reproduce features observed in Raman

and time-resolved experiments38, made it for long time the preferred choice to study the ultrafast relax-

ation process of the photo-excited retinal based on quantum-dynamical simulations11,40–51. To our knowl-

edge, however, trajectory-based methods have not yet been employed, systematically, in combination with

this model44,49,52. The interest in carrying out such a study clearly lies in the possibility of benchmarking

quantum-classical results against vibronic wavepacket dynamics with the same “force field”, allowing to

identify the potential issues of the approximated approaches (as shown in Ref.37).

The trajectory-based methods under study in this work are trajectory surface hopping (TSH)53, tra-
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jectory surface hopping including energy decoherence corrections (TSH-EDC)54, Ehrenfest dynamics

(EH)33,55, and the coupled-trajectory mixed quantum-classical (CT-MQC)56–59 scheme derived from the

exact factorization of the time-dependent electron-nuclear wavefunction60–62. Each of the methods men-

tioned here have its strengths and drawbacks: TSH suffers from overcoherence, but it is very intuitive and

easy to implement4; TSH-EDC improves on TSH including decoherence effects, but the correction might be

insufficient for some systems37; the mean-field nature of EH dynamics lacks the capability of reproducing

diverging reactions paths in nuclear space, but it is computationally very efficient5,63; CT-MQC accounts for

decoherence effects related to the branching of paths in nuclear space, but it is numerically costly due to the

coupling of trajectories64. While these methods suggest well-defined procedures to propagate classical-like

trajectories coupled to electronic nonadiabatic dynamics, the choice of initial conditions is not specified.

Often, initial positions and momenta are Wigner-sampled65–69, in order to account for quantum effects,

such as zero-point energy, via a quantum-like selection of initial conditions, but usually this is done in

the harmonic approximation. Moreover, due to the fact that trajectories are then evolved in a classical-like

way, the question might arise as to whether the inconsistency between preparation of “quantum” initial

conditions and evolution of “classical” trajectories is responsible for inaccuracies that can be circumvented

with a more appropriate choice of initial sampling.

The present study on initial conditions sampling schemes places itself in the context of greater efforts

of different communities that focus on the topic of quantum molecular dynamics simulations. Depending

on the fundamental theory which the trajectory-based schemes are based on, various formulations of the

problem, as well as solutions, have been proposed over the years. Real-time and imaginary-time propaga-

tors, for example, lend themselves to a representation in terms of path integrals, that can be approximated

semiclassically70, linearized71,72, or expressed with mapping variables73,74. There, the problems of sampling

initial conditions, Wigner distribution, and mapping variables have been discussed. Recently, the sampling

of initial conditions has been discussed in the context of excited-state dynamics, and in connection with the

“setup” of the photo-excitation75, thus explicitly accounting for the effect of the external time-dependent

field that initiates the dynamics. Moreover, it is worth mentioning that, in the context of condensed-phase

simulations, great effort has been, and currently is, devoted to address some related issues. Examples are

the sampling of the thermal Wigner function at equilibrium for the calculation of time correlation func-

tions76–79, the preservation of the probability distribution along classical dynamics80, or zero-point energy

leakage81.

The examples just presented clearly show that the literature on the topic of sampling positions and mo-
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menta for trajectory-based schemes is vast, and our work (simply) aims at studying this topic in relation

with trajectory surface hopping, Ehrenfest dynamics, and the exact factorization. The common feature of

the selected method is that, they are all designed to propagate (with trajectories) nuclear wavefunctions,

and not, for instance, the density matrix, in the presence of electronic nonadiabatic effects. Therefore, the

purpose of this work is to investigate the relaxation process through a conical intersection of the photo-

excited (model of) retinal via quantum and quantum-classical dynamics, to test different schemes for sam-

pling initial positions and momenta for the trajectories, and to analyze the effect of the sampling on the

subsequent electronic and nuclear dynamics. The model and the techniques employed in this work are

described in Section II. Section III presents the results by analyzing the dynamics and the effect of different

ways of sampling the initial conditions. Our conclusions are reported in Section IV.

II. DESCRIPTION OF THE MODEL AND OF THE DYNAMICS TECHNIQUES

The photo-induced dynamics and cis-trans isomerization process of the retinal in rhodospin is described

by the 2× 2 Hamiltonian given in the diabatic basis as38

Ĥ =
P̂ 2
ϕ

2m
+

P̂ 2
q

2ω−1
+

 V00(ϕ, q) V01(q)

V10(q) V11(ϕ, q)

 . (1)

Here, nuclear – effective – modes are the (dimensionless) reactive angular coordinate ϕ and the collective

vibration q. Two electronic states are considered, thus the “electronic” Hamiltonian – later on indicated as

Ĥel(ϕ, q) – is given as a 2× 2 matrix whose elements are

V00(ϕ, q) =
1

2
W0 (1− cosϕ) +

1

2
ωq2 (2)

V11(ϕ, q) = E1 −
1

2
W1 (1− cosϕ) +

1

2
ωq2 + κq (3)

V01(q) = V10(q) = λq (4)

and depend on nuclear coordinates. The stretching mode is also called coupling mode, as the potential

coupling V10 only depends on q. Nuclear kinetic energy is expressed via the momentum operators along

ϕ and q, where P̂ 2
ϕ and P̂ 2

q are simply second-order derivatives with respect to ϕ and q, respectively. The

model is parametrized as follows: the effective mass of the reaction coordinate m−1 = 4.84 · 10−4 eV is

chosen so as to achieve isomerization within 200 fs; the frequency of the coupling mode is ω = 0.19 eV

and the interstate coupling is λ = 0.19 eV, with κ = 0.1 eV indicating a gradient in the excited state;

the parameters W0 = 3.6 eV, W1 = 1.09 eV and E1 = 2.48 eV are chosen in order to match the S0/S1
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gap to the center frequency of the absorption bands of the cis and trans isomers. Diagonalization of the

electronic Hamiltonian yields the adiabatic potential energy surfaces (PESs) S0 and S1, presenting a conical

intersection at ϕCI ' ±π2 , qCI = 0. At the cis geometry (ϕcis = 0), the excitation energy ∆Eex to induce a

S0-to-S1 transition at q = 0 lies in the visible domain, being ∆Eex = 2.48 eV (λex = 500 nm).

Photo-dynamics is initiated by an instantaneous S0-to-S1 transition that promotes the ground-state

wavepacket to the excited state without structural rearrangements. The ground-state wavepacket is a two-

dimensional real Gaussian of the form

χS0
(ϕ, q, t = 0) = 4

√
1

πσ2
ϕ

exp

[
− ϕ2

2σ2
ϕ

]
4

√
1

πσ2
q

exp

[
− q2

2σ2
q

]
(5)

with σϕ = 0.128 and σq = 1.0. The nuclear (probability) density at all times is given as the sum of the S0

and S1 (probability) densities

|χ(ϕ, q, t)|2 = |χS0
(ϕ, q, t)|2 + |χS1

(ϕ, q, t)|2 . (6)

The probability for the system to be in the electronic ground (S0) or excited (S1) state is determined as the

integral of the corresponding nuclear density,

ρSk(t) =

∫ ∫
|χSk(ϕ, q, t)|2 dϕdq with k = 0, 1, (7)

which we will also refer to as “electronic population”. This electronic population can be decomposed into

two contributions as ρSk(t) = P cisSk (t) + P transSk
(t), from the cis and trans conformers,

P cisSk (t) =

∫
|ϕ|<π

2

∫
|χSk(ϕ, q, t)|2 dϕdq (8)

P transSk
(t) =

∫
|ϕ|>π

2

∫
|χSk(ϕ, q, t)|2 dϕdq, (9)

yielding the probability of each conformer in each state. Average nuclear kinetic energy is determined as

the expectation value of the operators P̂ 2
ϕ/(2m) and P̂ 2

q /(2ω
−1) in Eq. (1) over the vibronic wavefunction.

Vibronic wavepacket dynamics after photo-excitation is simulated in the diabatic basis using ElVi-

bRot82, whose results are used as benchmark for the trajectory-based methods. The diabatic densities

are transformed to the adiabatic representation for the comparison with the trajectory-based approaches.

The nuclear wavepacket has been expanded in a two-dimensional basis set formed by the direct product

of two uni-dimensional basis sets for each diabatic state. The harmonic-oscillator basis set has been used

for q (20 basis functions), and a Fourier-series, periodic basis set has been used for ϕ (256 basis functions);

the number of grid points along each coordinate is 40 and 512, respectively for q and ϕ. The propagation

5



was performed with the Chebychev scheme for which the evolution operator is expanded on Chebychev

polynomials83 with time step 1 fs. The Hamiltonian needs to be renormalized so that its spectral range lies

in the interval [−1, 1].

For the sake of completeness, we briefly recall the fundamental aspects of TSH, TSH-EDC, EH, and

CT-MQC. In all approaches, an ensemble of Ntr trajectories needs to be propagated in order to mimic the

behavior of a quantum wavepacket that potentially delocalizes and splits in configuration space. Hence-

forth, the symbol Rα(t) is used to label the trajectory α, and indicates the values of the reaction coordinate

ϕα(t) and of the coupling mode qα(t) along the trajectory α. TSH and TSH-EDC trajectories evolve accord-

ing to adiabatic forces, i.e., forces that are computed from the gradients of the adiabatic PESs, namely

FTSH
α (t) = FTSH−EDC

α (t) = −∇EαS∗
(10)

with S∗ = S0 or S1, and the symbol EαSk (k = 0, 1) indicating the adiabatic energy at the position of the

trajectory α. At each time, the PES for the force calculation and, thus, the “force state”, is selected stochas-

tically; we employ the fewest-switches scheme for the selection and, thus, to determine the hopping prob-

ability, with velocity adjustment along the nonadiabatic coupling vectors after the hops53. EH trajectories

are propagated following a “mean force”, which is determined at each time from the expectation value of

the electronic Hamiltonian over the instantaneous electronic state |ΦRα(t)(t)〉63,

FEH
α (t) =

〈
ΦRα(t)(t)

∣∣ [−∇Ĥel (R
α(t))]

∣∣ΦRα(t)(t)
〉
. (11)

In CT-MQC original algorithm56,57,59, an additional force term, if compared to the EH approach, is included

as effect of the, so-called, quantum momentum. The quantum momentum keeps track of the delocalization

of trajectories in configuration space by reconstructing the nuclear density as a sum of Gaussians centered

at the positions of the trajectories; reconstructing the density requires that trajectories are propagated si-

multaneously. Each Gaussian has a fixed width all along the simulation, set to the values σϕ and σq of

Eq. (5). The CT-MQC force is

FCT−MQC
α (t) = FEH

α (t) + Fα [R(t)] (t) (12)

with the additional term Fα [R(t)] (t) depending on the positions of all trajectories, indicated with the

underlined symbol R(t) and on the adiabatic forces accumulated over time along the trajectories (see Sec-

tion II A for a detailed discussion).

The electronic time-dependent state of the system |ΦRα(t)(t)〉 along a trajectory Rα(t) is expressed as a
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linear combination of adiabatic states {|φSkRα(t)〉}k=0,1,

∣∣ΦRα(t)(t)
〉

= CS0
(Rα(t), t)

∣∣∣φS0

Rα(t)

〉
+ CS1

(Rα(t), t)
∣∣∣φS1

Rα(t)

〉
. (13)

In the more general CT-MQC approach, the electronic coefficients just introduced CSk(Rα(t), t) (k = 0, 1)

depend implicitly on time via their dependence on the trajectory; the other methods make the assumptions

that those coefficients depend on time only explicitly, thus the appropriate notation should be CαSk(t). To

simplify the following equations, we will use this symbol for CT-MQC as well, although the implicit depen-

dence on time has been considered in the derivation of the evolution equation56,57,59. Electronic coefficients

in TSH(-EDC) and EH evolve in time, together with the trajectory α, according to

ĊαSk(t) = − i
~
EαSkC

α
Sk

(t)− Ṙα(t) · dαSkSlC
α
Sl

(t). (14)

The symbol EαSk stands for the value of the adiabatic energy Sk at the position of the trajectory α, dαSkSl is

the nonadiabatic coupling vector between states Sk and Sl at the position of the trajectory α, the velocity

of the trajectory is indicated as Ṙα(t). Note that in Eq. (14), the term containing the nonadiabatic coupling

vector is non-zero if k 6= l, and in general – with more than two electronic states – a sum over l appears. In

TSH-EDC, the electronic coefficient that is not associated to the force state is damped exponentially over a

characteristic decoherence time ταSkSl = (1+C/Kα)/|EαSk−E
α
Sl
| (withKα the kinetic energy of the trajectory

α and C = 0.2721 eV). In CT-MQC electronic equation, an additional term is present if compared to Eq. (14),

namely

ĊαSk(t) =

(
− i
~
EαSk +DαSk(t)

)
CαSk(t)− Ṙα(t) · dαSkSlC

α
Sl

(t). (15)

The additional (real) term in parenthesis, DαSk(t), depends on the quantum momentum, on the time-

dependent vector potential of the theory, and on an adiabatic (Sk) force accumulated over time along the

trajectory α. Note that, a regularization scheme was introduced in the derivation of Eq. (15) starting from

the exact-factorization equations56,57,59, to ensure that there is no population transfer between two electronic

states if the nonadiabatic coupling vectors are zero.

In TSH and in TSH-EDC, electronic population in state Sk at a certain time t is estimated as the ratio of

the number of trajectories in that state at that time over the total number of trajectories Ntr; in EH and CT-

MQC, the same information is obtained as the average over all trajectories of |CαSk(t)|2. The population in

each state can be decomposed into cis and trans probabilities, similarly to Eqs. (8) and (9), by selecting in the

trajectory count the α’s that satisfy the conditions |ϕα(t)| < π
2 (cis) or |ϕα(t)| > π

2 (trans), since ϕ ∈ [−π, π].

Nuclear kinetic energy is estimated as the average over the trajectories of the quantities (Pαϕ (t))2/(2m) and
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(Pαq (t))2/(2ω−1), where Pαϕ (t) and Pαq (t) are the classical momenta of the trajectory α at time t along the

modes ϕ and q, respectively.

Quantum-classical dynamics is performed in the adiabatic basis, with adiabatic PESs determined by

diagonalizing the electronic Hamiltonian in Eq. (1). The nonadiabatic couplings are computed analytically

with the usual Hellmann-Feynman theorem84 from the eigenvectors of the electronic Hamiltonian in Eq. (1).

This procedure is implemented in the ModelLib library85. For EH and CT-MQC86, we use Ntr = 1000. In

TSH and TSH-EDC, in order to account for the stochastic nature of the hopping algorithm, each trajectory

of the Ntr is propagated with 10 different jump histories, for a total of 10000 trajectories. The velocity-

Verlet algorithm is used to integrate classical nuclear equations, and the fourth-order Runge-Kutta method

is used for the electronic evolution; nuclear and electronic dynamics are integrated with at time step of

0.0024 fs (0.1 au). The electronic initial condition is chosen as CαS0
(t = 0) = (0.0, 0.0), CαS1

(t = 0) = (1.0, 0.0)

∀α.

A. Some observations on CT-MQC

The CT-MQC algorithm has been recently derived in the context of the exact factorization4,35,56,57. Thus,

we devote this section to a brief analysis in the context of previously-derived approaches, and to a discus-

sion that highlights its strengths and limitations.

The main feature of CT-MQC is the possibility to account for decoherence effects via the quantum

momentum. Interestingly, the quantum momentum has been recently “rediscovered” within the exact fac-

torization, but it has a longer history in the context of the quantum-trajectory formalism87,88 – together

with the idea of reconstructing the nuclear density as a combination of Gaussians to compute the quantum

momentum89. However, the quantum momentum in the exact factorization appears in the electronic evo-

lution equation, and it is not related to the quantum potential of the quantum-trajectory formalism (which

is actually completely neglected in the derivation of CT-MQC); it is only in the quantum-classical version

of the exact-factorization equations that the quantum momentum emerges in the expression of the force.

In the expression of the classical force given in Eq. (12), the additional term that depends on the quantum

momentum Qα(t) is

Fα [R(t)] (t) =
∣∣CαS0

(t)
∣∣2 ∣∣CαS1

(t)
∣∣2 [fα;S0

(t)− fα;S1
(t)]

(
2Qα(t)

~M
· [fα;S0

(t)− fα;S1
(t)]

)
. (16)

This expression is given for the particular two-state model studied here; fα;Sk(t) is the adiabatic force from

the PES Sk accumulated over time along the trajectory α; M is the diagonal mass matrix. The effect of this
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quantum-momentum force is usually localized, in time and space, since the product of the populations of

the electronic states along a trajectory is often negligible. It can become important after the crossing of a

nonadiabatic region (conical intersection or avoided crossing) when the populations become different from

0 and 1. When portions of the nuclear density separate in space and coherence is lost, Fα [R(t)] (t) tends

rapidly to zero (see previous work21,57,62,90 on the exact factorization based on exact dynamics and ana-

lytical studies). Therefore, CT-MQC equations have been derived under the assumption that decoherence

effects, induced by the quantum momentum, (i) become important following the passage of the nuclear

wavepacket through a region of localized nonadiabatic coupling, but (ii) rapidly disappear as consequence

of the spatial splitting of the nuclear density along diverging paths. The latter is not fully consistent with

the observed dynamics, in fact, as will be shown in Section III, the studied system dynamics does not

yield complete decoherence, because the S0 and S1 wavepackets become completely delocalized in the

available (two-dimensional) configuration space. In addition, nuclear dynamics for this particular model

system is very quantum44, in the sense that the density delocalizes in space and develops interference pat-

terns. Therefore, accurately reproducing the nuclear density from the knowledge of the positions of the

trajectories, to compute the quantum momentum, becomes challenging, and the results are very noisy. To

circumvent numerical instabilities that are mainly related to the assumptions made in the derivation of CT-

MQC, but not fully consistent with the simulated dynamics, the results reported in Section III have been

obtained by completely neglecting Fα [R(t)] (t) in Eq. (12). We expect that for a more classical behavior of

a quantum wavepacket and for higher dimensions, as we have previously shown4, the assumptions that

CT-MQC is based on are consistent with the actual dynamics of the system. An alternative strategy would

be to relax the assumptions (i) and (ii) made in the derivation of CT-MQC, and propose a slightly modified

version of the algorithm. Such an alternative is, however, beyond the scope of the present study. Note that

the “instabilities” just discussed are not related to the well-studied instabilities29,91,92 of the quantum force

encountered in the context of the quantum-trajectory formalism, which have been studied as well, recently,

in combination with CT-MQC and the exact factorization27,28.

Despite the fact that nuclear forces become mean-field forces, EH and CT-MQC electronic dynamics are

still different, thus, the actual forces are indeed different. In fact, the quantum-momentum term in Eq. (15),

namely

DαSk(t) =
Qα(t)

~M
· [fα,Sk(t)−Aα(t)] , (17)

is not set to zero, and decoherence effects are fully accounted for in the electronic dynamics, as we will show
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in Section III. Since the quantum momentum has to be computed for the electronic evolution equation, CT-

MQC trajectories remain coupled.

III. SAMPLING OF THE INITIAL CONDITIONS

The model and numerical approaches, i.e, exact and trajectory-based, described in Section II are em-

ployed here to test the capability of the quantum-classical methods in describing the relaxation process

through a conical intersection of the photo-excited (model of) retinal. In particular, the analysis is carried

out by varying the initial conditions for the trajectory schemes. The different strategies proposed here to

prepare the Ntr initial conditions are:

• RqPq : Wigner sampling from Gaussian distributions in position space of ϕ, q and momentum space

of Pϕ, Pq , all centered in 0;

• RqPcl: sampling from Gaussian (Wigner) distributions in position space of ϕ, q while trajectories are

initialized with Pϕ = 0, Pq = 0;

• RclPq : sampling from Gaussian (Wigner) distributions in momentum space of Pϕ, Pq while trajecto-

ries are initialized with ϕ = 0, q = 0;

• RclPcl: “thermal” sampling from Gaussian (Boltzmann) distributions in position space of ϕ, q and

momentum space of Pϕ, Pq , all centered in 0.

Wigner-sampled trajectories are more “quantum” (q) as their distribution satisfies by construction the un-

certainty principle (at least at the initial time), which might not be the case for the other sampling schemes,

which are more “classical” (cl), since positions/momenta either are set to the same value for all trajectories

or are sampled from a classical (Boltzmann) distribution. In the procedure labelled RqPq , Wigner-sampled

initial conditions are selected stochastically from the Wigner distribution obtained from the nuclear den-

sity corresponding to Eq. (5). In RqPcl and RclPq , only the “quantum” variable is selected stochastically

from a Gaussian distribution in position or in momentum space. Note that, in these two cases, the Gaus-

sian distribution is chosen to be as in the RqPq Wigner sampling. In RclPcl, initial conditions are selected

stochastically from a canonical phase-space distribution∝ exp−β[P 2
ϕ/(2m) + P 2

q /(2ω
−1) + V00(ϕ, q)], with

β = (kBT )−1 the inverse temperature and kB the Boltzmann constant (we choose here T = 300 K). In the

thermal Boltzmann sampling, the choice of the temperature is rather arbitrary, because quantum calcula-

tions are performed at zero temperature.
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FIG. 1. Initial conditions in position (upper panel) and momentum (lower panel) space. The

quantum Wigner distributions are represented by the colored areas (blue for the positions and

yellow-red for the momenta). The dots indicate initial conditions used for the trajectories. Purple

dots are sampled according to the Wigner distributions (used in RqPq, and in the q part of RqPcl

and RclPq); the green crosses indicate the average position/momentum (used in the cl part of

RqPcl and RclPq); red dots are sampled according to the Boltzmann distribution at 300 K (used in

RclPcl).
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The four sampling schemes presented above have been chosen based on different physical, but also

phenomenological, considerations. Harmonic Wigner and thermal Boltzmann samplings are the most nat-

ural choices for selecting initial conditions, according to the literature. Wigner sampling in the harmonic

approximation for the ground-state PES is widely used to initialize positions and momenta of classical

trajectories before the photo-excitation takes place3,18,93. Nonetheless, classical Boltzmann sampling at

room temperature has been used as well, even when the initialization concerns trajectories for studies

in isolated conditions4,94–97, and especially to account for anharmonic effects that are completely neglected

within the harmonic Wigner. We believe that the relative importance of quantum effects (treated in the

harmonic approximation) and of anharmonicity (treated in the classical approximation), that are clearly

system-dependent properties, is a particularly relevant point to account for when choosing an appropriate

sampling scheme for initial conditions. This observation underlines the difficulty in identifying an “opti-

mal” sampling scheme for the initialization of the trajectories. Even in the context of a propagation scheme

like the quantum-classical Liouville equation, that evolves the partial Wigner distribution, the question

might arise, as to whether it is more appropriate to initialize trajectories with one or the other scheme.

Indeed, if the system is exactly harmonic or if the anharmonic Wigner distribution is accessible, then the

Wigner sampling is preferred, at least in combination with the quantum-classical Liouville equation. The

scheme that initializes classical momenta to the same value Pcl, while Wigner-sampling initial positions,

has been chosen because it would be fully consistent with the propagation based on the exact factorization,

if the propagation were performed quantum mechanically with (quantum) trajectories27. CT-MQC trajec-

tories have been derived from the characteristics of the Hamilton-Jacobi equation, which follows from the

nuclear time-dependent Schrödinger equation derived in the framework of the exact factorization (neglect-

ing quantum effects embedded in the quantum potential). In the Hamilton-Jacobi formalism, positions and

momenta are not independent variables, as is the case for phase-space variables of the Hamilton formalism.

In fact, for each position, the corresponding value of the momentum can be determined as the gradient of

the phase of the nuclear wavefunction: for the particular choice of initial condition done in Eq. (5), the

gradient of the phase is zero for all positions (as in RqPcl). Finally, the sampling scheme that initializes

classical positions to the same value Rcl, while Wigner-sampling initial momenta, has been chosen mainly

for comparison with the previous scheme.

In Fig. 1, we compare the initial distributions in position (upper panel) and momentum (lower panel)

space. The blue-shaded area in the upper panel is the probability density |χS0
(ϕ, q, t = 0)|2 as it is obtained

from Eq. (5), whereas the red-shaded area in the lower panel is the momentum distribution associated
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to |χS0(ϕ, q, t = 0)|2 via the Wigner transform. Therefore, their (uncorrelated) product yields the Wigner

distribution. In both panels, the dots represent positions (upper panel) and momenta (lower panel) of the

trajectories at the initial time. The indication “Wigner” in Fig. 1 stands for positions/momenta sampled

according to the Wigner distribution (blue-shaded or red-shaded areas); the “classical” initial condition

means that all positions/momenta are initialized to the same value, indicated as the cross symbol at the

origin; “Boltzmann” initial conditions are sampled from a classical canonical distribution at 300 K, and they

slightly differ from the Wigner-sampled trajectories, for their widths along the coupling-mode and along

the reactive-coordinate directions. Note that, changing the temperature in the Boltzmann sampling would

alter (broaden or shrink) the initial distributions, mainly affecting the time-scale of the relaxation process.

The analysis of the effect of the various sampling schemes is based on the study of electronic properties,

i.e., the S0 and S1 populations decomposed into cis and trans contributions, and their coherence, and of

nuclear properties, i.e., the nuclear kinetic energy decomposed into contributions arising from the reactive

and coupling modes. Before presenting this analysis, let us briefly describe the relaxation process as it is

given by quantum vibronic wavepackets.

In Fig. 2, we show the relaxation process at times 75 fs, 125 fs and 200 fs after the photo-excitation. In

the figure, left panels report the nuclear density in the ground state S0 (blue areas), whereas right panels

present the nuclear density in the excited state S1 (red areas). Initially, the wavepacket promoted to S1 is

localized around ϕ = 0, and due to the shape on the PES it oscillates towards slightly negative values of q

(75 fs). During these oscillations along q, the S1 wavepacket spreads in ϕ towards the conical intersections

(indicated as black dots in all panels). As soon as the conical intersections are reached, density is transferred

from S1 to S0 (125 fs) in a symmetric way along ϕ. By construction, the PESs are symmetric along the

reactive coordinate. Note that, the system is periodic along the torsion reactive coordinate, thus interference

patterns in the ground states are observed at early times (125 fs). Due to the reduced dimensionality of the

model, the ground-state wavepacket remains in the conical-intersection region and back-transfer of density

from S0 to S1 is likely to be observed (200 fs).

The dynamics just described is simulated based on the trajectory-based approaches TSH, TSH-EDC, EH

and CT-MQC. Results of electronic population, coherence and nuclear kinetic energy are reported below in

Sections III A, III B and III C, providing a qualitative analysis of the agreement of quantum-classical calcu-

lations based on different sampling schemes of the initial conditions with exact calculations. Note that the

observables that are analyzed in the following sections belong to different “classes”: electronic populations

are not integrated over the whole nuclear configuration space, but are resolved into cis and trans contribu-
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FIG. 2. Snapshots of nuclear dynamics from quantum simulations. Left panels: ground-state

(S0) density as blue-shaded areas. Right panels: excited-state (S1) density as red-shaded areas.

Snapshots are shown at 75 fs (top panels), 125 fs (central panels) and 200 fs (bottom panels) after

photo-excitation. The PESs are represented as gray contour plots; the positions of the conical

intersections are indicated as black dots.

tions; coherence is quantified based on a indicator that is integrated over the whole configuration space, as

well as the nuclear kinetic energy. Afterwards, in Section III D a quantitative analysis is presented, based

on the differences of the quantum-classical methods with respect to the reference results.

A. Electronic population analysis

Electronic populations are decomposed into cis and trans contributions, and are shown for the cis region

in Fig. 3 and for the trans region in Fig. 4. Even though cis and trans conformers are strictly defined at the
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FIG. 3. Probabilities of the cis conformer in the excited state S1 (left panels) and in the ground state

S0 (right panels) as functions of time. Quantum results are indicated in black, TSH results in red,

TSH-EDC results in green, EH results in blue and CT-MQC results in purple. Initial conditions for

the trajectory-based results are sampled according to the procedures (from top to bottom) RqPq,

RqPcl, RclPq, and RclPcl, as indicated in each panel.

minima of the PESs, in the discussion below, we refer to the “cis conformer” when the probability density

is integrated in the cis region and to the “trans conformer” when the probability density is integrated in

the trans region, as indicated in Eqs. (8) and (9). From quantum simulations, we observe an ultrafast decay

of the S1 population that starts slightly before 100 fs. The relaxation process is complete within 200 fs, as
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FIG. 4. Probabilities of the trans conformer in the excited state S1 (left panels) and in the ground

state S0 (right panels) as functions of time. The color code and the organization of the plots are

the same as in Fig. 3.

the S1 population in the cis geometry reaches the value 0.15. After 200 fs, the probability of forming the

cis conformer in the excited state increases again. Since the nuclear density is completely delocalized over

the available configuration space, and no dissipation channels are considered in the model, at longer times

(after 500 fs) population of the ground and excited state tends to stabilize to an equilibrium value of 0.5, as

observed in Ref.37.

Figures 3 and 4 show some general trends:
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• stochastic sampling of the initial momenta appears to be very important. For instance, in the panel

RqPcl of Fig. 3-left we observe a delayed offset of the relation process from S1 to S0 despite the fact

that initial positions are randomly distributed. Classical sampling according to RclPcl, as shown by

the S1 population for the cis conformer (panelRclPcl of Fig. 3-left), slightly anticipates the relaxation

process for all trajectory-based methods, ;

• quantum-classical trajectories sampled according to the RqPcl scheme present high-frequency os-

cillations between 100 and 200 fs during the increase of the S0 population for the trans conformer

(RqPcl panel of Fig. 4-right), signalling an overcoherent transfer of population due to the fact that

the momenta are not sampled but they are all initialized to the same value;

• the population of the cis conformer in S1 is, qualitatively, well described quantum-classically in the

panels RqPq and RclPq of Fig. 3-left;

• quantum calculations predict that the population of the cis conformer in S1 reaches a minimum at

200 fs, and increases again towards the value of about 0.25 at 400 fs, as shown in the left panels

of Fig. 3. However, TSH does not capture this behavior, which is corrected by the decoherence

correction in TSH-EDC for all sampling schemes;

• the quantum-classical population of the cis conformer in S0 is overall in agreement with quantum

results. However, in Fig. 3-right EH tends to underestimate it, and all methods do not capture

correctly the final decrease towards the value 0.2;

• the population of the trans conformer in S1 is well captured, for all initial conditions, only by TSH(-

EDC), as shown in the left panels of Fig. 4, while it is overestimated by EH in all left panels of Fig. 4

and by CT-MQC for RclPq at all times;

• the population of the trans conformer in S0 is qualitatively well described by all quantum-classical

methods, even though the maximum value reached at around 180 fs (see right panels of Fig. 4) is

underestimated; the largest deviations are observed forRqPcl andRclPcl (and inRclPq by CT-MQC);

• in general, RqPcl and RclPcl sampling schemes produce larger oscillations than RqPq and RclPq for

all methods, as it is clear in the S0 populations for both conformers (right panels of Figs. 3 and 4),

suggesting the importance of quantum sampling of the initial momenta to accurately reproduce the

relaxation from the excited to the ground state.
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From the analysis of the electronic populations, we can conclude that classical-like sampling of the ini-

tial conditions, either without including uncertainty at all (as in RclPq) or including it via the Boltzmann

distribution (as in RclPcl), does not yield unphysical results, as long as the momenta are stochastically dis-

tributed. In fact, RclPq sampling provides for all trajectory-based schemes a good qualitative agreement of

the electronic populations with the reference results.

B. Decoherence analysis

Quantum decoherence is often difficult to capture when trajectory-based approaches to excited-state

dynamics are employed. Since a conical-intersection model is considered here, it is interesting to quantify

decoherence effects in the present case, and to analyze how well it is reproduced by the quantum-classical

methods in comparison to exact dynamics. Therefore, we introduce an indicator of coherence, which has

been used in previous studies4,33,35,98 and can be computed using the same (analytical) expression based on

quantum-dynamics and quantum-classical quantities. The indicator of coherence η(t) between the states

S0 and S1 is

η(t) =

∫ ∫ ∣∣χ∗S0
(ϕ, q, t)χS1

(ϕ, q, t)
∣∣2

|χ(ϕ, q, t)|2
dϕdq ' 1

Ntr

Ntr∑
α=1

∣∣∣[CαS0
(t)
]∗
CαS1

(t)
∣∣∣2 , (18)

where the first equality refers to the quantum expression and the second to the quantum-classical expres-

sion. The definition of η(t) in terms of nuclear wavepackets and in terms of electronic coefficients deserves

further clarifications. The vibronic state of the system as function of time can be given in two forms,

|Ψ(ϕ, q, t)〉 = χS0(ϕ, q, t)
∣∣φS0
ϕ,q

〉
+ χS1(ϕ, q, t)

∣∣φS1
ϕ,q

〉
= χ(ϕ, q, t) |Φϕ,q(t)〉 , (19)

that are the Born-Huang form19 and the exact-factorization form; the latter can be expressed in a Born-

Huang-like form as done in Eq. (13), without yet using a trajectory notation. The two, fully equivalent,

expressions yield the relation between the Born-Huang nuclear wavepacket and the nuclear wavefunction

of the exact factorization

χSk(ϕ, q, t) = χ(ϕ, q, t)CSk(ϕ, q, t) (20)

where the electronic coefficients appear. Inserting this result in the quantum-mechanical expression of η(t)

and making the “classical” substitution |χ(ϕ, q, t)|2 → N−1tr
∑
α δ(ϕ − ϕα(t))δ(q − qα(t)) yields exactly the

quantum-classical expression on the right-hand side of Eq. (eqn: coherence). The indicator of coherence

is shown in Fig. 5 for the four propagation methods and for the four initial conditions sampling schemes.
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As soon the S1 wavepacket approaches the conical intersection, population is transferred to S0, and the

non-zero overlap between the two wavepackets is visualized in Fig. 5 as the increase of the value of η(t)

from zero at around 100 fs. At long times, the overlap between the S0 and S1 wavepackets does not go to

zero, because the wavepackets are completely delocalized in configuration space, and η(t) does not decay

to zero.
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FIG. 5. Indicator of (de)coherence as function of time. The color code and the organization of the

plots are the same as in Fig. 3.

In general, as expected, TSH and EH overestimate the coherence, whereas TSH-EDC with the energy

parameter used here, i.e., C = 0.2721 eV, overcorrects, and the indicator of coherence is smaller than the

quantum-mechanical result. CT-MQC performs fairly well despite the fact that, as discussed in Section II A,
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interference patterns appear in the nuclear wavepacket/density, that are difficult to capture with Gaussians

centered at the trajectory positions. Surprisingly, we observe that the decoherence indicator is not strongly

affected by the initial sampling, apart from the difference offset (at around 100 fs) that is related to an

anticipated (in RclPcl) or delayed (in RqPcl) decay of the S1 population as observed in Fig. 3.

C. Nuclear kinetic energy analysis

The nuclear kinetic energy is decomposed into two contributions along the coupling mode q and along

the reactive coordinate ϕ, and is shown in Fig. 6. In general, we observe coherent oscillations along q as

soon as the ground-state wavepacket is promoted to the excited state. The oscillations have a period of

about 10 fs, and persist for nearly 100 fs. Afterwards, the nuclear wavepacket in S1 starts losing potential

energy as it funnels down the conical intersections, and the kinetic energy increases. The amplitude of

the oscillations is damped after 100 fs, since the wavepacket loses coherence and spreads in configuration

space. The kinetic energy along the reactive coordinate ϕ shows an almost monotonic increase after 50 fs,

when the nuclear wavepacket in S1 spreads towards the conical intersections (and the “molecule” starts

rotating towards ϕ = ±π2 ). At later times, when the kinetic energy along the coupling mode seems to reach

a stable value of about 0.25 eV, the kinetic energy along the reactive coordinate decreases, indication that

back-transfer to the excited state (higher potential energy) has started.

As we have shown in previous work37, the nuclear kinetic energy gives insightful information on the

dynamics, and it appears to be a sensitive tool to estimate the accuracy of approximated methods be-

yond the standard electronic population analysis that is often reported in the literature. Furthermore, as

Fig. 6 shows, the nuclear kinetic energy illustrates very clearly the differences among the sampling schemes

tested here. As before, we report some general observations:

• all sampling schemes reproduce the initial oscillations of the nuclear kinetic energy along the cou-

pling mode (Fig. 6-left), but some differences are observed for the phase and the amplitudes of those

oscillations;

• only the fully quantum sampling, i.e., RqPq , captures exactly the initial oscillations along the cou-

pling mode, as shown in the corresponding panel of Fig. 6-left. The oscillations are out-of-phase in

RclPq , they present a larger amplitude in RqPcl, and they are centered around a lower energy value

in RclPcl, if compared to the reference results; RclPq and RclPcl sampling produce oscillations along

the coupling mode with smaller amplitude than quantum results;
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FIG. 6. Nuclear kinetic energies along the coupling mode (left panels) and along the reactive

coordinate (right panels) as functions of time. The color code and the organization of the plots are

the same as in Fig. 3.

• the nuclear kinetic energy along the coupling mode at long times is underestimated by all methods

for all sampling schemes;

• in general, for the kinetic energy along the reactive coordinate (Fig. 6-right), the decrease observed

at long times appears to be missing or to be not as clear as in quantum simulations;

• CT-MQC predicts an increasing kinetic energy along the reactive coordinate at long times if initial

conditions are sampled according to the RclPq scheme, whereas, in combination with RqPq and
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RqPcl, the energy lies between TSH(-EDC) and EH results;

• in Fig. 6-left, TSH results show a drift a long times for all sampling schemes, which is suppressed by

the decoherence correction, as clearly shown for TSH-EDC;

• TSH and TSH-EDC, in combination with all sampling schemes, overestimate the maximum value of

the kinetic energy along the reactive coordinate (Fig. 6-right), as also observed in Ref.37, while EH

systematically underestimate it, and CT-MQC predictions strongly depend on the sampling scheme;

• the kinetic energy along the reactive coordinate is captured qualitative well with RclPq sampling by

TSH(-EDC) and EH.

From the analysis of the nuclear kinetic energy, we can conclude that a classical-like sampling of the initial

momenta, as done in RqPcl and RclPcl does not account for the zero-point energy along the coupling

mode, and in fact the plots show that the initial average kinetic energy is lower than the quantum energy.

However, those same sampling schemes produce electronic populations in good agreement with quantum

results.

In general, all sampling schemes reproduce only qualitatively the behavior of the nuclear kinetic en-

ergy in time, but a quantitive agreement is missing across methods. Unexpectedly, RclPcl does not perform

badly, apart from when it is combined with CT-MQC, especially at long times, indicating that a purely

classical sampling combined with classical-like evolution equations might be a consistent strategy to per-

formed trajectory-based nonadiabaic simulations.

Capturing energy transfer from the quantum electronic system, that is excited at the initial time with

visible light, to the classical nuclear vibrations is a challenging task. One can only guess that, considering

a larger number of degrees of freedom, i.e., with the inclusion of an environment in the model9,40,43 or by

performing atomistic simulations of the whole molecule2,13,30,99, might result in a more classical behavior

of the whole system, and in a better description of the energy transfer process based on quantum-classical

simulations.

D. Quantitative analysis

In Sections III A, III B, and III C we presented some results of the quantum and quantum-classical sim-

ulations focusing on electronic and nuclear observables that are usually of interest when studying nona-

diabatic processes. However, rather than analyzing the physics of the problem at hand, the focus of our

22



work is to estimate the effect of various sampling schemes for the trajectories initial conditions in combina-

tion with various evolution techniques. Therefore, while Sections III A, III B, and III C provide information

about how well the overall process is captured, in a qualitative way, in this section, we aim at a quantita-

tive analysis. Previous sections have shown that, trajectory-based results are in qualitative good agreement

with the reference. In fact, in the studied case, the typical electronic energy at play is of the order of 2−3 eV,

while the nuclear zero-point energy estimated at the cis geometry in the harmonic approximation of the

ground-state PES is much smaller, of about 0.19 eV and 0.03 eV for the coupling and reactive coordinates,

respectively. Therefore, quantum and classical initial conditions yield comparable results. However, small

quantitative differences can be expected, and are indeed observed, as, for instance, the different oscillations

of the nuclear kinetic energy along the coupling mode at short times shown in Fig. 6. Those quantitative

differences are analyzed in the present section.

Along the trajectories, we compute the difference of the quantum-classical prediction with respect to the

expected quantum value, for the seven observables analyzed above; for each simulation technique and for

each sampling scheme, we show this difference as function of time in Fig. 7, such that, when this difference

is positive, it means that the value is overestimated. The panels in Fig. 7 refer to, from left to right, the S1

and S0 probabilities for the cis conformer, the S1 and S0 probabilities for the trans conformer, the indicator

of coherence, the kinetic energy along the coupling mode and along the reactive coordinate; the panels,

from top to bottom, refer to the different sampling schemes, i.e., RqPq , RqPcl, RclPq and RclPcl. In each

panel, the simulation techniques TSH, TSH-EDC, EH and CT-MQC are compared.

Overall, the differences in the electronic probabilities do not exceed the value ±0.2, in the indicator

of coherence the value ±0.1, and the kinetic energy is predicted as well as within ±0.15 eV. These obser-

vations, combined with the good qualitative agreement between quantum-classical and quantum results,

suggests that all methods with all sampling schemes provide meaningful physical information on the pro-

cess. However, it is evident that the quantum, i.e., Wigner, sampling of initial conditions yields an accept-

able quantitive agreement to quantum results across methods and across observables. Even though the

sampling scheme RqPcl does not capture correctly the time scale of the initial de-excitation from S1 to S0

for all evolution techniques, at long times, the differences from quantum results decrease for TSH-EDC and

CT-MQC. Note that, the decrease in the difference for the kinetic energy along the coupling mode of TSH

at long times might be misleading, since it is the result of the energy drift observed in Fig. 6 (left panels)

and not of an actual improvement of the agreement with exact calculations at long times. The sampling

scheme RclPq yields better results than RqPcl, especially at short times, even though CT-MQC shows a
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FIG. 7. Differences of trajectory-based and exact results as functions of time. The panels refer to,

from left to right, the S1 and S0 probabilities for the cis conformer, the S1 and S0 probabilities for

the trans conformer, the indicator of coherence, the kinetic energy along the coupling mode and

along the reactive coordinate, and, from top to bottom, to the different sampling schemes, i.e.,

RqPq, RqPcl, RclPq and RclPcl. In each panel, TSH, TSH-EDC, EH and CT-MQC are compared

(the color code is the same as in Fig. 3).

drift in the kinetic energy along the reactive coordinate. Similarly, the thermal sampling RclPcl performs

well in combination with TSH, TSH-EDC and EH, while it appears to be less adequate in combination with

CT-MQC.

To further simplify the quantitative analysis of the agreement/deviation of quantum-classical results

with the benchmark, quantum calculations, we introduce the following estimate procedure: first, we av-

erage the differences with respect to quantum results reported in Fig. 7 over the whole length of the sim-

ulations, second, we average the absolute values of the average differences either over the five electronic

observables (probabilities and indicator of coherence) or over the two nuclear observables. In Fig. 8, we

show how the combinations method-sampling compare to each other, normalizing the results to the largest

value, and distinguishing between electronic observables (probabilities and coherences) and nuclear ob-
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left to right, CT-MQC, EH, TSH, TSH-EDC) with quantum results depending on the sampling

scheme, averaging, first, the difference of trajectory-based and exact results over the whole length

of the trajectories, and, then, averaging the absolute values of the differences either over the five

electronic observables (upper panel) or over the two nuclear observables (lower panel). The sam-

pling schemes are indicated as RqPq (purple), RqPcl (green), RclPq (cyan) and RclPcl (orange).

Fig. 8 shows that CT-MQC results are quite strongly affected by the choice of the scheme for selecting

the initial conditions, and the analysis of the differences suggests that a good quantitative agreement with

quantum results is obtained based on the preparation of the initial positions and momenta via a Wigner

sampling procedure. Furthermore, the largest error in CT-MQC is obtained for the classical Boltzmann

sampling (in the kinetic energy), which might indicate that a quantum sampling strategy is preferable in

combination with CT-MQC for consistency with the propagation scheme, since CT-MQC trajectories are

coupled and, thus, they preserve some of the quantumness of the nuclear wavepacket. EH results show a

different trend if compared to CT-MQC. In fact, in this case, Wigner sampling does not yield the most accu-
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rate estimate of electronic and nuclear observables, and while a purely classical sampling RclPcl is slightly

more accurate for electronic properties, nuclear kinetic energy is better estimated via the RclPq sampling.

Quite surprisingly, the thermal sampling of the initial conditions in combination with EH propagation

scheme yields quantitative good results, if compared to a Wigner sampling approach. TSH results are in

closer quantitative agreement with quantum results, as the averaged differences are smaller than CT-MQC

and EH (in the best case scenarios). The classical sampling of the initial conditions via RqPcl seems not

adequate only for electronic properties, but it performs slightly better thanRclPq andRclPcl for the nuclear

kinetic energy. In general, TSH-EDC improves qualitatively the agreement with exact results, even though

this is not highlighted by the quantitative analysis reported in Fig. 8. The sampling scheme RclPcl seems

to better reproduce electronic properties in combination with TSH-EDC than with TSH, however, for the

nuclear kinetic energy, the differences with respect to quantum results show the same trend as for TSH.

In general, the good agreement between RqPq sampling and reference results for this model is justified

by the shape of the ground-state PES at the cis geometry, where the initial quantum wavepacket is prepared

before photo-excitation. At ϕ = 0, q = 0 the S0 PES is basically harmonic, thus the vibrational ground state

is a Gaussian in ϕ, q (see Eq. (5)) as well as in momentum space. Note that, however, if a system is strongly

anharmonic, employing the harmonic approximation to sample the initial Wigner function to account for

zero-point energy might be not adequate, and thermal sampling of the Wigner distribution68 or of the

classical Boltzmann distribution might be preferable69.

IV. CONCLUSIONS

We studied the effect of various sampling schemes for the initial conditions of trajectories in combina-

tion with quantum-classical approaches to nonadiabatic dynamics, with the purpose to shed some light on

the incorrect energy transfer between electronic and vibrational degrees of freedom observed in Ref.37 in

a system similar to the one studied here. In Ref.37 we ascribed the differences between quantum-classical

and exact results mainly to two factors, the delocalized nature of the intersection space of the PESs and

the inconsistency between the preparation of the trajectories initial conditions and the subsequent clas-

sical dynamics. In the present study, the former issue is somehow removed, because the studied two-

dimensional model presents a localized conical intersection, which allows us to focus on the quality of the

initial sampling. Concerning TSH and TSH-EDC results, we observe similar trend of the nuclear kinetic

energy along the reactive coordinate as in Ref.37 for all sampling schemes, however, the disagreement with
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respect to quantum results is not as severe as in Ref.37. Concerning CT-MQC (with harmonic Wigner and

RqPcl samplings) and EH (with all sampling schemes), the overestimate of the nuclear kinetic energy along

the reactive coordinate observed in Ref.37 is suppressed. Both observations suggest that in Ref.37 the ma-

jor source of deviation of quantum-classical results from the reference was probably the difficulty of the

trajectory-based method to capture dynamics in the presence of the delocalized intersection seam of the

three-dimensional model39.

We observed that, for the model employed in this work, it might be difficult to reach quantitative agree-

ment between trajectory-based and quantum results, even though the expected behavior in time of the com-

puted observables can be reproduced qualitatively. Some differences have been identified among methods

and sampling schemes, and the importance of stochastically sampling the momenta has been highlighted.

In all simulation methods studied here, nuclear momenta drive the nonadiabatic population transfer be-

tween electronic states. Therefore, averaging over the momenta washes out the details of the population

transfer along each trajectory, yielding a better agreement with quantum simulations.

Depending on the computed observable, in the presented examples either electronic populations/coherences

or nuclear kinetic energy, a sampling scheme might appear preferable with respect to another, however,

a general statement on the adequacy of quantum versus classical sampling approaches in combination

with certain quantum-classical techniques cannot be made. Furthermore, our analysis is based on the

comparison between exact quantum-dynamical calculations, for which we know exactly what the initial

state is, and trajectory-based methods. When it comes to the comparison between trajectory-based results

and experiments, the problem of how to choose the initial conditions for the trajectories becomes even

more subtle.

It is clear from the points discussed above that, on one hand, a limitation of this study is the transfer-

ability of the conclusions. The properties of the system of interest play an important role in the choice of

sampling scheme for the initial conditions, as well as in the performance of the trajectory-based method

for the dynamics. On the other hand, a general conclusion to be drawn is that different sampling schemes

for the initial conditions, when possible, should be tested when aiming to achieve quantitative reliable pre-

dictions, even when looking at integrated quantities (over the trajectories). Far from being an exhaustive

account of all the possible strategies for sampling the initial conditions and from providing a large study-

set of systems, this work points out that the sampling of initial conditions in a nonadiabatic simulations

might be as important as the choice of the simulation approach.

27



DATA AVAILABILITY STATEMENT

The data that support the findings of this study are available from the corresponding author upon

reasonable request.

DEDICATION

F.A. would like to dedicate this work to her colleague and friend Serena Bradde in memory of the hard,

yet enlightening, time spent together during the undergraduate studies.

ACKNOWLEDGEMENTS

This work is supported by a public grant overseen by the French National Research Agency (ANR)

as part of the “Investissements d’Avenir” program, through the “ADI 2019” project funded by the IDEX

Paris-Saclay, ANR-11-IDEX-0003-02.

REFERENCES

1L. M. Ibele and B. F. E. Curchod, “A molecular perspective on tully models for nonadiabatic dynamics,”

Phys. Chem. Chem. Phys. 22, 15062–15062 (2020).

2A. M. Virshup, C. Punwong, T. V. Pogorelov, B. A. Lindquist, C. Ko, and T. J. Martı́nez, “Photodynam-

ics in complex environments: Ab initio multiple spawning quantum mechanical/molecular mechanical

dynamics,” J. Phys. Chem. B 113, 3280–3291 (2009).

3B. F. E. Curchod and T. J. Martı́nez, “Ab initio nonadiabatic quantum molecular dynamics,” Chem. Rev.

118, 3305–3336 (2018).

4S. K. Min, F. Agostini, I. Tavernelli, and E. K. U. Gross, “Ab initio nonadiabatic dynamics with coupled

trajectories: A rigorous approach to quantum (de)coherence,” J. Phys. Chem. Lett. 8, 3048–3055 (2017).

5F. Agostini, B. F. E. Curchod, R. Vuilleumier, I. Tavernelli, and E. K. U. Gross, “TDDFT and quantum-

classical dynamics: A universal tool describing the dynamics of matter,” in Handbook of Materials Modeling,

edited by W. Andreoni and S. Yip (Springer Netherlands, 2018) pp. 1–47.

6B. F. E. Curchod, F. Agostini, and I. Tavernelli, “CT-MQC – A coupled-trajectory mixed quan-

tum/classical method including nonadiabatic quantum coherence effects,” Euro. Phys. J. B 91, 168 (2018).

28
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