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SUMMARY
In the context of seismic monitoring, recent studies made successful use of seismic coda waves to image the lateral extent of medium changes. Locating the depth of the changes, however, remains a challenge. We use multiply-scattered body- and surface wave 3-D combined sensitivity kernels to address this problem. We show that we can locate velocity perturbations at depth with numerical data from elastic wave-field simulations in 3-D heterogeneous media. This procedure is then applied to assess the extent of the crustal damage due to the Mw 7.9, 2008 Wenchuan earthquake. We discuss the potential and limitations of our approach to retrieve the depth information of temporal changes occurring in heterogeneous structures.
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1 INTRODUCTION
The detection of temporal variations in the coda of repeating earthquakes or ambient seismic noise correlations has been successfully applied in different areas in seismology. This method allowed
to monitor temporal changes occurring in various settings, such as oil and gas reservoirs (Meunier et al., 2001); CO$_2$ and geothermal fluid injection studies (Ugalde et al., 2013; Obermann et al., 2015; Hillers et al., 2015); volcanoes (Poupinet et al., 1996; Grêt et al., 2005; Sens-Schönfelder and Wegler, 2006a); and fault zones (Poupinet et al., 1984; Schaff and Beroza, 2004; Peng and Ben-Zion, 2006; Wu et al., 2009; Takagi et al., 2012; Roux and Ben-Zion, 2013).

Not only the temporal evolution of the changes is of interest, but also their spatial distribution within the medium, as well as their physical origin (subject to interpretation). Retrieving the spatial distribution of the changes using coda waves is not a straightforward problem given the complexity of the multiply-scattered wave-paths. This is why coda waves measurements were initially limited to detection purposes only. However, Pacheco and Snieder (2005) showed that the phase-shift of coda waves induced by a localized velocity change could be modelled using a 'statistical' sensitivity kernel. This kernel describes the proportion of scattered-waves energy that interacts, on average, with the velocity change. Larose et al. (2010) and Rossetto et al. (2011) showed that a similar sensitivity kernel could describe the coda-wave decoherence induced by a local scattering change (or structural change). The similarities and differences between these kernels are described in Planès et al. (2014) and Margerin et al. (2016). To retrieve the spatial distribution of the changes, a linear inverse problem can be solved. This was applied to numerical simulations (Planès, 2013; Planès et al., 2015; Kanu and Snieder, 2015b); locating precursors of volcanic eruptions (Obermann et al., 2013a; Lesage et al., 2014; Sanchez et al., 2018); assessing fault zone damages (Froment, 2011; Obermann et al., 2014a); subsurface changes due to high-pressure fluid injections (Obermann et al., 2015; Hillers et al., 2015); and crack/fissure growth in concrete blocks (Larose et al., 2010, 2015; Zhang et al., 2016)).

These kernels are based on the description of the wave-propagation intensity in the scattering medium. In the aforementioned applications, the coda waves are assumed to be composed of a single propagation mode, either surface waves or body waves. This assumption allows to use analytical expressions of the multiply-scattered intensity propagator. Hence, either a 2-D sensitivity kernel describing the 2-D surface wave intensity propagation, or a 3-D sensitivity kernel describing
the 3-D body-wave intensity propagation is used. However, coda waves are composed of different propagation modes, namely, P, S and surfaces waves, in proportions that depend on the degree of heterogeneity, coda lapse-time, source mechanism, etc. (Perton et al., 2009; Margerin et al., 1999; Hennino et al., 2001; Obermann et al., 2013b). Building sensitivity kernels that describe the full complexity of the coda wave composition is not an easy task as the elastic radiative transfer equation does not even have an analytical solution for the half space. An interesting approach has been proposed by Kanu and Snieder (2015a), based on 2-D numerical simulations of the acoustic and elastic wave-fields in heterogeneous media. This approach consists in computing the intensity propagator through an ensemble average of the envelope of the coda wave-field obtained in different realisations of the disorder. This approach has the strong advantage of intrinsically taking into account all the complexity of the wave-field (mode conversions, inhomogeneous velocity or scattering, topography, etc.). However, the computational cost of the 2-D acoustic simulations is high and the convergence to a stable solution slow. The approach has yet to be extended to 3-D and to an elastic wave propagation.

Another approach based on the linear combination of surface- and body-wave sensitivity kernels was proposed by Obermann et al. (2016). Obermann et al. (2016) have shown that a linear combination of the 2-D (surface-wave) and 3-D (body-wave) kernel describes well the sensitivity of the multiply scattered waves as a function of depth and lapse time in the coda. The downside is that this method (at the moment) can only describe the subsurface with uniform velocity and heterogeneity.

In the present paper, we show with wave-field simulations in 3-D multiply scattering media that a combination of body- and surface-wave 3-D sensitivity kernels (combined kernels) can indeed be used to constrain the depth location of medium changes. We first describe the combined kernels (section 2.1) and the numerical wave-field simulations (section 2.2). Then, imaging results obtained from numerical simulations with local velocity perturbations at various depths are shown (section 3) and the potential and limitations of our approach are discussed. We then apply the
method to the $M_w 7.9$, 2008 Wenchuan earthquake, to assess the extent of the crustal damage (section 4).

2 METHODS

2.1 Multiply-scattered body- and surface-wave 3-D combined sensitivity kernels

Pacheco and Snieder (2005) first described the sensitivity of acoustic coda waves to a velocity perturbation in a multiply-scattering medium. The velocity change in the medium induces a relative phase-shift in the coda waves that can be measured in the time or spectral domain as $\varepsilon(t) = \frac{\delta t}{t}$, where $\delta t(t)$ is the phase-shift and $t$ is the lapse time in the coda (Sens-Schönfelder and Wegler, 2006a). Pacheco and Snieder (2005) showed that the sensitivity of the coda depends on the position of the change relative to the source and receiver, the lapse-time in the coda, and the strength of the velocity change. They introduced the following sensitivity kernel $K$ to model the induced relative phase-shifts $\varepsilon$ at a lapse time $t$ in the coda:

$$\varepsilon(t) = \frac{\delta V}{t} \frac{dv}{v} K,$$

(1)

where $\delta V$ is the perturbation volume and $\frac{dv}{v}$ the actual local velocity change. The sensitivity kernel $K$ is defined as follows:

$$K(S, R, r_0, t) = \int_0^t p(S, r_0, u)p(r_0, R, t - u)du$$

(2)

where $S$ and $R$ are the positions of the source and the receiver, $r_0$ is the position of the local velocity variation, and $t$ is the centre of the time interval in the coda where the phase-shifts are evaluated. Here, $p(a, b, t)$ is the intensity propagator of the scattered wave field from $a$ to $b$ at time $t$. So far, most studies used the analytical solution of the acoustic isotropic radiative transfer equation (Paasschens, 1997) or the solution of the diffusion equation for $p$. As discussed in the introduction, in more general and realistic scattering media (elastic, non-diffusive, anisotropically scattering), the intensity propagators would have to be computed numerically.

This same kernel was later shown to also describe the decorrelation of coda waves induced by a scattering perturbation (Larose et al., 2010; Rossetto et al., 2011; Planès et al., 2014). Note that
this kernel is only valid in the diffusion regime, i.e. when the heterogeneity level is high enough to render the wave-energy flux isotropic at the local-variation position \( r_0 \). Outside the diffusion regime, a propagator including the direction of the flux needs to be used (i.e. the specific intensity, see Margerin et al. (2016)).

Obermann et al. (2016) proposed to obtain 3-D combined sensitivity kernels that can describe the complexity of the coda, as a linear combination of 2-D surface (\( \varepsilon^{\text{Surf}} \)) and 3-D body wave (\( \varepsilon^{\text{Body}} \)) sensitivities:

\[
\varepsilon(r_0, t) = \alpha(t)\varepsilon^{\text{Surf}}(r_0, t) + (1 - \alpha(t))\varepsilon^{\text{Body}}(r_0, t).
\] (3)

Here, \( \varepsilon(r_0, t) \) is the relative phase-shift of coda waves measured at time \( t \) in the coda for a change/variation at position \( r_0 \) in space. \( \varepsilon^{\text{Surf}} \) is the contribution of surface waves:

\[
\varepsilon^{\text{Surf}}(r_0, t) = \frac{\delta V}{V} \frac{dv}{v} K^{\text{Surf}}(x_0, y_0, t) \Gamma(z_0),
\] (4)

and \( \varepsilon^{\text{Body}} \) is the contribution of body waves:

\[
\varepsilon^{\text{Body}}(r_0, t) = \frac{\delta V}{V} \frac{dv}{v} K^{\text{Body}}(r_0, t).
\] (5)

In equation 4, \( \varepsilon^{\text{Surf}} \) is computed with a 2-D sensitivity kernel to describe lateral variations of the sensitivity of surface-waves in the horizontal plane:

\[
K^{\text{Surf}}(x_0, y_0, t) = \frac{\int P^{2D}(S, x_0, y_0, u) P^{2D}(x_0, y_0, R, t - u) du}{P^{2D}(S, R, t)},
\] (6)

and multiplied by a 1D depth sensitivity profile \( \Gamma(z_0) \) corresponding to the sensitivity of the fundamental mode of Rayleigh waves.

\( \varepsilon^{\text{Body}} \) in equation 5 is computed using a 3-D kernel describing the sensitivity of an effective scattered body-wave mode:

\[
K^{\text{Body}}(r_0, t) = \frac{\int P^{3D}(S, r_0, u) P^{3D}(r_0, R, t - u) du}{P^{3D}(S, R, t)}.
\] (7)

Following Planès et al. (2014), we use the 2-D and 3-D radiative transfer solution for isotropic scattering (Paasschens, 1997) to model the intensity transport of the surface (\( P^{2D} \)) and body waves (\( P^{3D} \)) respectively. With this formulation, we do not consider P- to S-mode conversions but de-
scribe P- and S-waves as a single effective mode with an effective speed \( c_E \). We thus make the assumption of the diffusive regime (isotropic wave energy flux) implying the equipartition of the energy of different states of P- and S-waves in the coda (Weaver, 1982, 1985). In a Poisson half-space the theoretical energy ratio of S/P is 7.19 at the surface and 10.39 at depth (absence of surface waves) (Hennino et al., 2001; Tregourès and van Tiggelen, 2002). Obermann et al. (2016) observed an average ratio of \( \langle S^2 \rangle / \langle P^2 \rangle = 9 \pm 2 \) for the simulations we are using here, implying a strong dominance of S-waves over P-waves. Using this ratio, the effective travel-time of the waves \( t_E \) can be determined in a statistical way, as a linear combination of the time that the waves spend in each mode:

\[
t_E = \frac{P}{P+S} t_P + \frac{S}{S+P} t_S.
\]  

(8)

The proportion of P-wave energy can be expressed as \( \frac{P}{P+S} = \frac{1}{1+x} \) and the proportion of S-wave energy can be expressed as \( \frac{S}{P+S} = \frac{x}{1+x} \), with \( x = S/P = 9 \). Substituting travel-times with velocities yields the effective velocity \( c_E \):

\[
\frac{1}{c_E} = \frac{0.1}{V_S} + \frac{0.9}{V_P}.
\]  

(9)

For the settings in these numerical simulations, \( c_E \approx 3.9 \text{ km/s} \). The contribution of surface and body waves at different positions \( r_0 \) and at each lapse-time \( t \) in the coda is modelled with the lapse-time dependent partition coefficient \( \alpha \). In this way, we take into account surface-body wave conversions, as we allow the partition ratio to vary along time in the coda. Numerical simulations (Obermann et al., 2013b, 2016) have shown that the partition coefficient follows a universal behaviour with respect to the coda lapse-time expressed in terms of the mean free time \( t^* = \frac{\ell^*}{c_E} \). The mean free time depends on the degree of medium heterogeneity measured through the transport mean free path \( \ell^* \) and the energy velocity \( c_E \). Roughly speaking, the transport mean free path corresponds to the propagation distance after which the energy flux of the multiply scattered waves becomes isotropic. Obermann et al. (2016) observed that the surface waves dominate the depth sensitivity for about eight mean free times, while the body waves dominate the depth sensitivity at later times.

The advantage of this approach of combining surface- and body-wave sensitivity is that no nu-
Imaging changes at depth

Figure 1. 3-D combined kernels. Horizontal slices at 0.5 km (A) and 1.5 km (B) depth and a vertical slice (C) along the red line indicated in (A). The crosses mark the source and receiver positions. Numerical wave-field simulation is required to construct the kernels. These kernels can, however, only represent the sensitivity in media described by a uniform velocity $c_E$ and a uniform transport mean free path $\ell^*$. Additionally, because of the approximation of the diffusive regime, these kernels might not realistically describe the coda sensitivity in low scattering regimes.

In Fig. 1, slices through the 3-D-combined kernels are shown; two horizontal slices at different depth (0.5km, A, 1.5km, B) and a vertical slice (C) along the position indicated with the red line in (A). We observe a sensitivity concentration along the source-receiver line as well as a large sensitivity at shallow depths (C).

2.2 Numerical wave-field simulations

We perform numerical simulations of wave-field propagation in 3-D heterogeneous elastic media without intrinsic attenuation. We use SPECFEM3D for the simulations, which is based on a continuous Galerkin spectral-element method (Komatitsch and Tromp, 2002; Peter et al., 2011). The model size is $10 \times 10 \times 6$ km$^3$ in the $x$-, $y$- and $z$-direction, respectively. The grid spacing is $\delta x = \delta y = \delta z = 50$ m. The record length is 16 s with a time step of $10^{-4}$ s. For the heterogeneous medium, we use a von Karman distribution with a correlation length of $a=300$ m, which is in the order of one P-wavelength ($\lambda_P=325$ m), and consider velocity fluctuations of $\sigma = 20\%$ around a background P-wave velocity of $v_P=6500$ m/s. The S-wave velocity depends on the P-wave velocity with $v_S = v_P / \sqrt{3}$ ($\lambda_S=190$ m). We use an isotropic source with a central frequency of 20 Hz at nine different positions (all combinations of $x=1,5,9$ km and $y=1,5,9$ km) in the first
grid point below the surface (\(z=50\) m). Receivers that measure vertical displacement are placed in a regular grid on the free surface with 100 m spacing. An example of this setup is shown in Fig. 2, with some selected receivers. The simulations follow the setup of Obermann et al. (2016), who determined the transport mean free path for these settings as \(\ell^* = 1840\) m from the intensity of the recorded signals that was fitted with the diffusion equation (Margerin et al., 1999). Please note that the different wavelengths of P- and S-waves cause a different sampling of the scattering pattern and result in different mean free paths for P- and S-waves. Obermann et al. (2016) did not separate both wave-types, but considered the effective scattering mean free path for the wave-field as a whole, which is associated with the propagation speed of the energy of the mixture of the P- and S-waves; the effective velocity \(c_E\).

For field data the degree of heterogeneity can often be estimated for instance via the decay of the coda envelope (Margerin et al., 1999; Nakahara and Carcolé, 2010), phase statistics (Obermann et al., 2014b), or stochastic medium characterization (Nakata and Beroza, 2015).

For each source setup, the wave-field is first simulated in an unperturbed medium. Then, a velocity reduction of 500 m/s (\(\approx 8\%\)) within a cube of 500 m side-length is introduced at \((x,y)=6\) km and \(z=0.5, 1,\) and \(2\) km, respectively. The relative phase-shifts between both simulations are measured at various lapse-times in the coda \((2-10\) s\) using the stretching technique (Lobkis and Weaver, 2003; Sens-Schönfelder and Wegler, 2006a). The stretching technique is applied in narrow moving time windows of 1 s. These time windows are long enough to estimate a stable waveform distortion at each lapse time. With lapse time, the diffusive halo of the coda waves changes and different parts of the medium are sampled, which affects the measured relative phase-shift. The relative phase shift is constant with coda lapse time only when the velocity change is global (i.e. uniformly affecting the medium); if the medium change is local, the relative phase-shift with lapse-time is non-linear (Obermann et al., 2013b).
Figure 2. (a) Heterogeneous model \((x, y)=10 \text{ km}, z=6 \text{ km}\). The red stars mark the source positions and the black inverted triangles mark some exemplary receiver positions. (b) Synthetic seismograms recorded without \((\phi, \text{ blue})\) and with a velocity perturbation \((\phi', \text{ red})\) at 1.5 km depth in a medium with 20 per cent velocity fluctuation.

2.3 Linear least-square inversion procedure

To estimate the spatial distribution of the velocity changes, we pose the direct problem \(d_i = G_{ij}m_j\), where \(d_i(i = 1...n)\) is a vector containing the relative phase-shifts that we measured between the \(n\) combinations of receivers and different sources. \(G\) is a matrix for which each component \(G_{ij} = \frac{\Delta V}{t}K_{ij}\) corresponds to the combined sensitivity kernel for receiver-source pair \(i\) in cell \(j\) evaluated at time \(t\) in the coda and weighted by the volume of the cells \(\Delta v\) and the lapse time \(t\) in the coda. \(m\) is a vector, for which each component \(m_j\) contains the actual relative velocity changes that we estimate for each pixel \(j\) (unit-less).

To determine \(m\), we use the regularized linear-least square method as formulated by Tarantola and Valette (1982):

\[
m = m_0 + C_mG^t(GC_mG^t + C_d)^{-1}(d - Gm_0),
\]

where \(m_0\) is the initial model, a zero vector in our case, as we do not possess any a priori information about the expected changes. \(C_d\) is the diagonal covariance matrix for the data and contains the variances of the data \(\sigma_{d,i}^2\) estimated following Weaver et al. (2011). \(C_m\) is the covariance matrix for the model. To limit the number of independent parameters, we introduce a spatial smoothing
obtained from the correlation of neighbouring cells in the covariance matrix of the model $C_m$ via an exponential function. The elements $(i, j)$ of the else-wise diagonal matrix are given by:

$$C_m(i, j) = (\sigma_m \frac{\lambda_0}{\lambda})^2 \exp\left(-\frac{\delta_{i,j}}{\lambda}\right),$$

where $\delta_{i,j}$ is the distance between two cells $i$ and $j$. The matrix is weighted by $(\sigma_m \frac{\lambda_0}{\lambda})^2$ where $\lambda_0$ is the scaling factor that was taken here equal to grid discretisation of the combined sensitivity kernels (500 m) and $\lambda$ is the correlation length that defines the length over which the parameters are correlated. $\sigma_m$ is the apriori standard deviation of the model. $\lambda$ and $\sigma_m$ are determined using the L-curve criterion (Hansen, 1992).

We perform this inversion jointly for different times ($t=2$, $3$, and $4$ s) in the coda with the corresponding universal partition ratios ($\alpha=0.80$, $0.75$, $0.69$) (Obermann et al., 2014a) of surface and body-wave sensitivity. The idea behind the joint inversion is that the diffusive halo as well as the contribution of body and surface waves and hence the region sampled by the waves, change with lapse time. A joint inversion of different lapse times will hence help to constrain the depth position of the perturbation. At later times $> 4s$, the imprint of the change is homogeneously spread over a very large area (the energy fills the whole medium), with no spatial contrast and, thus, no imaging potential.

3 RESULTS FROM THE NUMERICAL WAVE-FIELD SIMULATIONS

In Fig. 3, we show cuts of the inverted 3-D velocity change model through the vertical plane (at $y=5$ km) corresponding to perturbations introduced at depth of $0.5$ km ($1.5\lambda_P$, $2.6\lambda_S$), $1$ km ($3\lambda_P$, $5\lambda_S$) and $2$ km ($6\lambda_P$, $10.5\lambda_S$). We compare inversions performed with the 3-D combined kernels (first column), with kernels describing body-wave propagation only (second column) and with kernels describing surface wave propagation only (third column). The blue square indicates the location of the cubic velocity perturbation that we want to image.

For all depth positions, the inversions using 3-D combined kernels resolve the spatial locations of
the velocity perturbation reasonably well (Fig. 3, first column). For better visualisation, the colourscale is adjusted to the min/max values of the retrieved changes. Because we introduce smoothing to regularize the linear inversion method, the imaged velocity changes are extended in space. The retrieved extended but weak velocity changes produce similar phase-shifts than the true small but strong velocity changes. Integrating the changes over their spatial extension leads to similar values.

In the second and third column of Fig. 3, we focus on the inversion results using body- and surface-wave sensitivities alone, which corresponds to partition ratios of $\alpha = 0$ and $\alpha = 1$, respectively. While the inversions provide an accurate location in the horizontal plane, except for the inversion using the surface-wave only kernels at largest depth (lowest subplot in the third column in Fig. 3), these kernels cannot provide a depth estimate of the changes. In our simulations, a significant part of the energy is contained in the surface waves ($\alpha > 0.6$ at $t > 2s$). The body-wave only kernel can hence not accurately describe the coda-wave sensitivity. Concerning the surface-wave only kernel, there are several reasons to explain the bad performance. The shallowest perturbation, at 0.5 km depth, is already at 2.5 $\lambda_S$, which is deep for the surface-wave kernel to probe. We also only use results from a single frequency (source with a central frequency at 20 Hz) to describe the surface wave kernel. Surface waves are dispersive and their sensitivity to changes at depth depends on the period. Shorter periods with short wavelengths, are sensitive to shallower changes, while longer periods with larger wavelengths, sample increasing depth ranges (Rivet et al., 2011). Taking a frequency analysis into account, the performance of the surface-wave only kernel might be improved in settings that are dominated by surface waves and help to locate changes at shallow depth ($< 1\lambda_S$).

In the following, we discuss limitations of the method focussing on physical, as well as practical issues.

Let us focus on the **source-receiver configuration**. In Fig. 4A,B we show horizontal slices
Figure 3. Vertical cuts through the relative velocity change model along $y=5$ km. Cubic velocity perturbation (blue square) are placed at 0.5 km (first row), 1 km (second row) and 2 km (third row) depth. The inversions were performed using the 3D combined kernels (first column), 3-D kernels describing body-wave propagation only (second column) and 2-D kernels describing surface wave propagation only (third column).

Figure 3. Vertical cuts through the relative velocity change model along $y=5$ km. Cubic velocity perturbation (blue square) are placed at 0.5 km (first row), 1 km (second row) and 2 km (third row) depth. The inversions were performed using the 3D combined kernels (first column), 3-D kernels describing body-wave propagation only (second column) and 2-D kernels describing surface wave propagation only (third column).

through the relative velocity change model close to the surface resulting from a central, cubic velocity perturbation at 2 km depth (blue square). For the simulations in Fig. 4B, we used eight sources distributed along a circle (white crosses). For the simulations in Fig. 4A, we added a ninth source in the centre that is much closer to the location of the velocity perturbation compared to the other sources. Consequently, we observe that the location of the velocity perturbation, as seen by the inversion, is shifted towards the position of the central source, where the sensitivity concentrates. A source/receiver in too close distance of the change has a tendency to shift the localisation. A correct estimation of the sensitivity is only possible if the propagation distance/time has been sufficiently large to enter the diffusive regime.

Besides the geometry of the sources and receivers, the inversion is also influenced by the value of the transport mean free path $\ell^*$. In Fig. 5 we repeat an inversion with a cubic velocity change at 1 km depth using different values of $\ell^*$ in the computation of the kernels. Obermann et al. (2013a) had tested the sensitivity of the 2-D inversion toward different values of $\ell^*$ and had observed that
Figure 4. Horizontal cuts through the relative velocity change model close to the surface for a cubic velocity change at 2 km depth. The projection of the location of the velocity change is shown with the blue square. For the simulations nine (A) and eight (B) sources are used as indicated with the white crosses.

ℓ⋆ has an influence on the size of the affected area but not on the horizontal location itself. While in 3-D, this remains true for the horizontal location, we observe that even a slight inaccuracy in the value of ℓ⋆ has an effect on the depth location. A too small ℓ⋆ leads to an underestimation of the perturbation depth, while the opposite leads to an overestimation. The exact value for this set of simulations is ℓ⋆=1.84 km. ℓ⋆ controls the shape of the diffusive halo, including in the vertical direction. On the horizontal plane, the effect is less important as the errors are compensated by the distribution of the receivers. In our configuration there are no receivers at depth to help constraint the position of the change in the vertical plane.

Margarin et al. (2016) pointed out that the sensitivity kernels should be based on the specific intensity to properly model the effect of a velocity perturbation on the coda waves. Contrary to the (angularly averaged) intensity, the specific intensity depends on the direction of wave propagation. Taking into account this angular dependency would be important to describe non-diffusive regimes, especially in the case of anisotropic medium scattering. This issue lies beyond the scope of this paper and will be addressed in future works. In this study, we focus on the general construction of the 3-D kernel via a combination of surface and body-wave sensitivity. In future works, the
individual kernels should be updated with the kernels of Margerin et al. (2016) This however, does not affect the validity of our approach.

4 APPLICATION TO THE M\textsubscript{w} 7.9, 2008 WENCHUAN EARTHQUAKE

In a first attempt to apply the 3-D combined kernels to real data, we chose a passive seismic monitoring application. Obermann et al. (2014a) had previously processed data from a dense network in China that was in operation during the M\textsubscript{w} 7.9, 2008 Wenchuan earthquake that struck the Longmen Shan region along the Eastern margin of the Tibetan Plateau (Burchfiel et al., 2008; Zhang et al., 2010).

The earthquake occurred at a depth of about 19 km (Chen et al., 2009) and affected a 240 km long rupture zone (Xu et al., 2009). A dense network deployed by the Institute of Geology of the China Earthquake Administration covered 2/3 of the fault system activated during the Wenchuan earthquake in 2008. Chen et al. (2010) and Froment et al. (2013) detected time-lapse changes in the coda of the cross-correlations from 156 stations covering the fault system within two different period bands, in which the surface waves are sensitive to shallower (1-3s) and larger depths (12-20s). In the period band of 12-20s, Froment et al. (2013) and Obermann et al. (2014a) could observe a strong post-seismic signature of the middle crust to the earthquake, and also detect a clear seasonal signature of the velocity changes within the Sichuan basin that they related to a loading effect due to the heavy rainfalls during the monsoon season. Obermann et al. (2014a) studied the changes

Figure 5. Vertical cuts through the relative velocity change model along x=6 km for a cubic velocity perturbation at 1 km. For the inversions we used 3-D combined sensitivity kernels with different scattering mean free paths. The exact value for this set of simulations is $\ell^*=1.84$ km.
in the 12-20 s period band at different lapse times. The post-seismic change is more prominent at later lapse times, indicating a greater depth, while the change due to the monsoon rain is more prominent at earlier times, indicating a shallower depth. In this region, surface waves in the period band from 12-20 s are estimated to be sensitive to a depth range of 5-40 km (Froment et al., 2013), leaving a wide range for the depth of a relatively 'shallow' or 'deep' change. Obermann et al. (2014a) used 2-D probabilistic sensitivity kernels to locate the apparent velocity changes at different lapse times on the horizontal plane (Fig. 6A,B). In this previous work, the loading effect of the monsoon rain (A) was constrained to the Sichuan basin and could be clearly separated from the post-seismic signature (B).

In Fig. 6 C,D, we show a vertical cross-section through the model of velocity perturbation that we obtain from an inversion with the 3-D combined kernels along the red line indicated in Fig. 6A,B. To compute the diffusivity for the kernels, we used an effective velocity of 5 km/s and a transport mean free path of $\ell^* = 500$ km, which corresponds to the values used for the 2-D inversion by Obermann et al. (2014a). The exact value for $\ell^*$ in this region in China is not known, but our estimate lies well within the broad range of observed values in these period bands for scattering around the globe (Sato and Nohechi, 2001; Lee et al., 2003; Hillers et al., 2013; Sens-Schönfelder and Wegler, 2006b).

From the results in Fig. 6 C,D, we see that the inversion with the 3-D combined kernels allows us to constrain the depth of the changes. The peak velocity reduction in the Sichuan basin, is constrained to the upper 15 km of the crust. This strengthens our interpretation that the velocity change is due to a loading effect of the rain and not related to water infiltration, which cannot reach such depths. Loading can significantly increase the pore pressure (Bettinelli et al., 2008) and reduce the velocity (Dvorkin et al., 1999; Carcione and Tinivella, 2001).

The maximal velocity reduction in the month following the Wenchuan earthquake is constrained to 20-30 km depth. As pointed out by Froment et al. (2013) and Obermann et al. (2014a), no coseismic velocity reduction in this period range (12-20 s) could be observed. Given the depth range, the observed changes might have been caused by the extension of the tectonic processes at depth.
Figure 6. Inversion results on the horizontal plane of the apparent velocity model in the Sichuan region after the $M_w7.9$, 2008 Wenchuan earthquake (star) at 50 s in the coda (A) featuring the loading effect due to the monsoon rain and at 90 s in the coda (B) featuring the post-seismic effects (modified from Obermann et al. (2014a)). The vertical cuts (C,D) along the red line indicated in A and B were computed with the 3-D combined kernels.

The detachment of a deep fault segment beneath Eastern Tibet as an aftereffect of the Wenchuan earthquake has been proposed by Fielding et al. (2013) and Obermann et al. (2014a).

5 CONCLUSION

We have shown that it is possible to constrain the depth of medium changes in multiply scattered media with an imaging procedure that involves a linear combination of body- and surface-wave sensitivity kernels. We have seen that the accuracy of the location results depends on the geometry of the sources and receivers, and the accurate characterisation of the subsurface scattering. A limitation for real data applications is that the scattering properties of the subsurface are often poorly...
constrained. We show a promising first application of the kernels to locate velocity changes at depth that were obtained from the correlations of ambient seismic noise data covering the region affected by the 2008 Wenchuan earthquake. Constraining the depth location of the changes can significantly improve our understanding of the nature of the medium variations revealed by seismic monitoring. As standard methods are not effective to provide images of the texture of the rock at depth (e.g. small-scale heterogeneities, cracks, voids), we think that new imaging approaches that make use of multiply-scattered, sensitive coda waves can help to make progress in this direction. Following the presented approach, an improvement should be done on the level of the the individual kernels (2-D surface and 3-D body) to account for the directionality of the energy flux and address non-diffusive regimes.
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